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A B S T R A C T   

Using laminar or turbulent flow equations indiscriminately to describe groundwater flows in fracture networks 
may result in large errors. We propose a new method for simulating steady-state groundwater flows in two- and 
three-dimensional fracture networks by separating laminar flows and turbulent flows in individual fractures. 
Poiseuille’s law is employed when the flow is laminar, while Swamee and Jain formula is utilized when the flow 
is turbulent. The model results are first compared to recently measured field groundwater flow data in a mining 
tunnel network. The effect of hydraulic gradient, aperture, fracture width in the third dimension, and fracture 
density is then examined. Using the laminar flow equation indiscriminately in all fractures overestimates 
groundwater flowrates, whereas using the turbulent flow equation underestimates them. The aperture contrast of 
large and small fractures has a significant impact on the potential errors of indiscriminately applying the laminar 
or turbulent flow equation and the flowrate difference between the three-dimensional and two-dimensional 
fracture networks. Total groundwater flowrates increase with fracture density in both three-dimensional and 
two-dimensional fracture networks, with the largest increase occurring when additional fractures are introduced 
parallel to the hydraulic gradient. The new approach may be utilized to estimate hydraulic head distribution and 
groundwater flowrate according to the crack patterns and geometric properties of the fractured rock.   

1. Introduction 

Groundwater flow in fractured rock networks is critically important 
in many applications such as water resource management (Pan et al., 
2010; Ren et al., 2015), contaminant transport (Brutz and Rajaram, 
2017; Klammler et al., 2016), nuclear waste migration, hydrocarbon 
exploitation (Follin and Stigsson, 2014; Mattila and Tammisto, 2012) 
and tunneling in aquifers (Lee and Moon, 2004; Butscher et al., 2011; 
Mathurin et al., 2012). There have been numerous studies on ground
water flows in fracture networks in recent years (Chesnaux et al., 2009; 
Ji and Koh, 2017; Huang et al., 2019). Two of the most common ap
proaches for modeling groundwater flow across fractured rock are 
continuum and discrete fracture network (DFN) models. Continuum 
models are built on the concept of representative elementary volume 
(REV), in which the fractured domain is homogenized as an equivalent 
continuum at an appropriate scale (Agharazi et al., 2015; Gan and Els
worth, 2016; Hadgu et al., 2017; Oliver et al., 2015). However, deter
mining equivalent hydrological properties, such as hydraulic 
conductivity, is challenging since the equivalent continuum is difficult 

to be properly defined, especially for sparse fractures (Tang et al., 1998; 
Adler and Thovert, 1999; Guo et al., 2017). In most fractured rocks, 
groundwater is mainly transported by highly permeable fractures, and 
the flow in the matrices is negligible (Carrier and Granet, 2012; Huang 
et al., 2017). In these cases, the DFN approach has the advantage of 
explicitly representing the geometrical properties of the network such as 
location, size, orientation, and aperture of any individual fracture in the 
network (Dippenaar and Van Rooy, 2016; Aldrich et al., 2017; Kar
imzade et al., 2017; Huang et al., 2020). 

The significant computational demand involved with the detailed 
depiction of the fracture network is one of the limitations of DFN models 
and it increases considerably as the number of fractures, network den
sity, and length scales increase. Due to the computational constrain, the 
DFN model either depicted the network as a collection of connected 
pipes (Dershowitz, 1999; Jing et al., 2020; Xu and Hu, 2017) or used 
two-dimensional representations (Li et al., 2020). In this study, a graph- 
based technique is used for groundwater flows through sparse fracture 
networks. The core of the technique is the construction of a graph rep
resentation of a DFN based on its topology and fracture properties. In 
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sparse fracture networks, the dominating flow is highly influenced by 
network topology (Gong and Rossen, 2016) and the imposed flow di
rection (Jourde et al., 2002). As a result, the network’s representation 
can capture the key characteristics that determine where flow chan
neling occurs and identify the primary flow pathways with the fewest 
prominent fractures between the inlet and outlet. In two-dimensional 
discrete fracture network models, the third dimension of fracture is 
assumed to be infinite (Cliffe et al., 2011; Parashar and Reeves, 2012; 
Reeves et al., 2013). While the two-dimensional fractures are conve
nient, the groundwater flow predictions may be overestimated or 
underestimated (Karimzade et al., 2017). 

The three-dimensional discrete fracture network models in the past 
typically treated groundwater flow behaviors indiscriminately in all 
individual fractures by assuming either laminar or turbulent flow 
(Hyman et al., 2017; Wu et al., 2012). Fracture rock networks in nature, 
however, often have a diverse range of fracture properties such as 
aperture size, density, orientation, and length. Therefore, laminar and 
turbulent flows may coexist in different fractures of the fractured rocks. 
When the flow is laminar, the turbulent flow equation underestimates 
the actual flowrate, whereas the laminar flow equation considerably 
overestimates the flowrate when the flow is turbulent. As a result, 
indiscriminately using either the laminar or turbulent flow equation in 
all fractures may introduce large errors. 

In this study, we propose a new and improved approach for simu
lating steady-state groundwater flow behavior in a fracture network 
where both laminar and turbulent flows may coexist in different parts of 
the network, as shown in Fig. 1a. The Poiseuille’s law (Sutera and 

Skalak, 1993) is applied when the flow is laminar while the Swamee and 
Jain formula (Swamee and Jain, 1976) is applied when the flow is tur
bulent in a fracture. The flow equations are iteratively solved until the 
solutions satisfy the groundwater flow equations in all the fractures. The 
Reynolds number (Re) in each fracture is explicitly determined at each 
iteration step and used to judge whether the groundwater flow in that 
fracture is laminar or turbulent. The focus of this study is two-fold. The 
first focus is to examine the potential errors in groundwater flowrates 
caused by indiscriminately applying the laminar flow equation or the 
turbulent flow equation to all fractures without specifically accounting 
for the actual groundwater flow characteristics in particular fractures. 
The second one is to investigate the difference between groundwater 
flows predicted by three-dimensional discrete fracture network models 
and those predicted by two-dimensional discrete fracture network 
models. The new approach is first compared against field measurements 
of groundwater flowrate from the Lead‑zinc Mining Area in Guangdong 
province, China. The main point of discussion in the two aspects is then 
the influence of the overall hydraulic gradient, the aperture, the width of 
fractures in the third dimension, and the fracture density. This concep
tualization can be applied in any natural fracture networks where rock 
volumes are often intersected by a few dominant fractures. Based on the 
crack patterns and the geometric characteristics of the fractured rock, 
this improved approach can be used to estimate the hydraulic head 
distribution and predict the groundwater flowrate. 

2. Methodology 

2.1. Model formulation 

While the method can be applied to any fracture network configu
ration, we employ a simple fracture network, as illustrated in Fig. 1b, to 
demonstrate the main ideas of the proposed approach. A higher hy
draulic head is applied on the left-hand side of the domain, and there
fore, the overall groundwater flow direction is from left to right. 
Additionally, the rock matrix in the fracture network is assumed to be 
impermeable, as discussed earlier. It is also assumed that the minor head 
loss at the nodes can be neglected compared to the major loss due to 
friction in the fractures. The simple fracture network in Fig. 1b is made 
up of 27 nodes and 54 fractures. To characterize the flow behaviors in 
each fracture, flow equations based on the hydraulic head difference are 
utilized. The hydraulic heads at the inlets (Nodes 1, 4, 7, 10, 13, 16, 19, 
22, and 25) and the outlets (Nodes 3, 6, 9, 12, 15, 18, 21, 24, and 27) are 
given as the boundary conditions. The hydraulic heads at the internal 
nodes h2, h5, h8, h11, h14, h17, h20, h23, and h26 and the flowrate at the 
inlets Q1, Q4, Q7, Q10, Q13, Q16, Q19, Q22, Q25 as well as the flowrate at 
the outlets Q3, Q6, Q9, Q12, Q15, Q18, Q21, Q24, and Q27 need to be solved 
iteratively for a total of 27 unknowns. We can construct 27 groundwater 
flow equations based on the mass conservation requirement at the 27 
internal nodes for the 27 unknown variables. The groundwater flow 
equations can be linear, non-linear, or a mixture of both in terms of the 
unknown hydraulic heads at each iteration step, depending on the 
groundwater flow behaviors in any specific fractures. The Newton- 
Raphson iteration approach is used to iteratively solve for the un
known flowrates and hydraulic heads because the groundwater flow 
behaviors are unknown beforehand. 

Note that the groundwater flow directions in all the fractures are also 
unknown, which need to be solved iteratively. For example, the con
servation requirement at Node 14 along with the assumed groundwater 
flow directions in the fractures connected to Node 14 leads to the 
following equation, 

Q5− 14 +Q13− 14 +Q11− 14 − Q14− 15 − Q14− 17 − Q14− 23 = 0 (1)  

where the positive sign represents the groundwater flow toward Node 
14 while the negative sign denotes the groundwater flow away from 
Node 14. The actual flow direction in each fracture is determined at each 

Fig. 1. (a) A three-dimensional irregular fracture network domain where 
laminar and turbulent flow may exist simultaneously, and (b) schematic view of 
groundwater flow through a regular fracture network. The blue and red color 
denotes the small and large fractures, individually. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web 
version of this article.) 
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iterative step as part of the solution process. 
If flow in a fracture is laminar, the Poiseuille’s law (Sutera and 

Skalak, 1993) is used, 

Q =
ρgπD4

i− j

128μ •

(
hi − hj

)

ΔLi− j
(2)  

where ρ is the density of water, g is the gravitational acceleration, μ is the 
dynamic viscosity of water, hi is the hydraulic head at Node i, Di-j is the 
hydraulic diameter of the fracture between Nodes i and j, and ΔLi-j is the 
fracture length between Nodes i and j. If the cross-section is rectangular, 
the hydraulic diameter is equal to 2ab/(a + b) where a and b denote the 
width and aperture, respectively. 

If all the flows in the fractures connecting to Node 14 are laminar, Eq. 
(1) for Node 14 can be expressed as, 

ρgπD4
5− 14

128μ •
(h5 − h14)

ΔL5− 14
+

ρgπD4
13− 14

128μ •
(h13 − h14)

ΔL13− 14
+

ρgπD4
11− 14
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•
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−
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ΔL14− 15
−
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−
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128μ •
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= 0 (3) 

If flow in a fracture is turbulent, the equation by Swamee and Jain 
(1976) is used to determine flowrate Q in each fracture, 

Q = − 0.965

(
gD5

i− j

(
hi − hj

)

ΔLi− j

)0.5

ln

[
ε

3.7Di− j
+

(
3.17ΔLi− j

gD3
i− j
(
hi − hj

) •
μ2

ρ2

)]

(4)  

where ε is the roughness, which may vary from 0 to close to 1 m for very 
rough rock surface of large tunnels (Montecinos and Wallace, 2010). In 
this study, we use a relatively large roughness of 0.013 m (Montecinos 
and Wallace, 2010). It should be noted, however, that any roughness 
values can be incorporated into the developed method in this study. 

If all the flows in the fractures connecting Node 14 are turbulent, Eq. 
(1) for Node 14 can be expressed as, 
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Accordingly, similar groundwater flow equations can be developed 
for other nodes in the fracture network. 

As an initial guess, we may use Eq. (3) to solve for all the unknown 
flowrates and the hydraulic heads. From the results in the first iteration, 
the Re value is obtained and the flow behavior (laminar or turbulent) is 

determined in every fracture. For instance, if the groundwater flows in 
the fractures from Node 5 to Node 14, and Node 14 to Node 17 are 
turbulent, and the flows are laminar in the other fractures, we need to 
use the following equation for the next step of the iteration, 
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Similar equations for all other internal nodes can be developed 
accordingly. We also use the Newton-Raphson method to solve these 
non-linear equations. While the iteration process is started from laminar 
flow Eq. (3) in this study, it should be emphasized that starting from 
laminar flow or turbulent flow has no effect on the final solutions. The 
convergent solution can be reached faster, however, when the iteration 
is started from the laminar equation. Although Eq. (5) is nonlinear, the 
proposed model represents a physically meaningful problem and has a 
unique solution. 

After solving for the groundwater flowrates in all the fractures and 
the hydraulic heads at all the nodes, we can analyze the groundwater 
flow in each fracture and overall groundwater flowrate. As discussed 
earlier, we primarily discuss the potential errors in the groundwater 
flowrate in the three-dimensional fracture network caused by indis
criminately assuming uniform flow behavior (i.e., either laminar or 
turbulent) in all individual fractures, as well as the differences between 
the three-dimensional and two-dimensional flow scenarios. In doing so, 
we define two errors in perentage as follows in Eqs. (7) and (8). 

Er =
Qu − Q

Q
• 100% (7)  

where Qu denotes the flowrate determined by using the uniform flow 
behavior in all fractures (i.e., either the Poiseuille’s law or the Swamee 
and Jain formula), Q is the flowrate calculated by the proposed new 
approach of explicitly distinguishing turbulent and laminar flows. 

Dr =
Q3D − Q2D

Q3D
• 100% (8)  

where Q2D denotes the flowrate obtained from the two-dimensional 
network model, and Q3D is the flowrate calculated by the three- 
dimensional network model. 

2.2. Model comparison with measured groundwater flow data 

Recently measured field groundwater flow data at the Lead‑zinc 
Mining Area located in Guangdong province, China (Fig. 2a) are used to 
validate the model. This field site has an undulating low mountain and 
hilly landform, with high terrain in the south and east and low terrain in 
the north and west with a natural slope of 25–35◦. Three inclined shafts 
have been opened at the mine site. The underground mining range is 
approximately 400 m long from east to west and 200 m wide from north 
to south with the linked mining channels as shown in Fig. 2b. In and 
around the mining region, there is no considerable surface water dis
tribution. During the dry season, the water supply is mostly sourced 
from the mountains to the south and east of the mining region and 
delivered through fractures in the contact zone between the granite 
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ceiling and strata. Massive rock fracture aquifers and stratified rock 
fracture aquifers are the two basic types of aquifers in the region. The 
underground tunnel links to the aquifer and serves as a connecting 
channel between the aquifers, accelerating groundwater flow and 
discharge via the underground tunnel. 

The flow measurements were taken starting from the middle of 
March 2022, during the dry season with no rain in two months such that 
flow was mainly at steady state. The depth to the groundwater was 
11.16–11.80 m. Nineteen observation wells were set up to monitor the 
hydraulic head and flow gauges were used to measure the total flowrate 
through the mine tunnel. The small fractures are treated as tubes with 
hydraulic diameters from 0.005 m to 0.02 m and the mine tunnels are 
considered as tubes with hydraulic diameters from 1 m to 1.5 m ac
cording to the hydrogeological survey and drawings provided by the 
mine owner. 

In Fig. 2c, the hydraulic head of the high terrain is set as 165 m, while 
the hydraulic head of the low terrain is set as 150 m based on the field 
measured values. A critical Reynolds number of 2300 (Sarpkaya, 1966) 

is used to determine the flow regimes and can automatically identify the 
groundwater flow in the tunnel as turbulent flow, and that in the small 
fractures as laminar flow. 

3. Results 

Fig. 3 shows a comparison of measured flowrate data and simulated 
results from March 15 to April 30 using the three approaches. The 
measured flowrate in Fig. 3 is the total of all the fracture flowrates, 
including those from the mine tunnels and the small fractures. During 
this period, there was no significant variation in the total flowrate, 
which means the flow was approximately at steady state. Using Pois
euille’s law indiscriminately predicts the highest flowrates among the 
three approaches, which greatly over-estimates the observed flowrate. 
Using the Swamee and Jain formula indiscriminately yields the lowest 
values, which under-estimates the observed flowrate. The new approach 
in this study produces the results closest to the measured flowrate. The 
mine tunnels carry the majority of the flowrate and act as the principal 
flow conduit. Assuming the flow is laminar when it is actually turbulent 
in the mine tunnel leads to large errors. On the other hand, treating the 
flow as turbulent when it is actually laminar causes inaccuracy in small 
fractures, but the overall error is significantly lower than assuming the 
flow is laminar in all the mine tunnels. The comparison results demon
strate that explicitly distinguishing turbulent flow and laminar flow and 
solving them separately can greatly improve the accuracy of flowrate 
prediction. However, mainly due to the tortuosity of the mine tunnel, 
the flowrate results of the new approach are still somewhat greater than 
the observed data. 

In the remainder of this section, we present and discuss simulation 
results using a few relatively simple fracture network configurations to 
examine how flows in the third dimension affect total groundwater 
flows and how the potential errors in flowrate calculations caused by not 
separately considering flow behaviors in different fractures are related 
to the overall hydraulic gradient, aperture of fractures, width in the third 
dimension, and network density of fractures. Although we can only 
present and discuss the results for a few fracture networks, the approach 
is applicable to any configuration of three-dimensional fracture 
network. In calculating the quantitative results, several input parame
ters are required including g = 9.8 m/s2, ρ = 1000 kg/m3, μ = 0.0011 
kg/ (m s) and the critical Reynolds number of 2300 (Sarpkaya, 1966) to 
distinguish laminar flow and turbulent flow in each fracture. 

In the first case, the groundwater flow behaviors for the two fracture 
networks depicted in Fig. 4 are simulated using the previously 
mentioned approaches. Fig. 4a depicts a two-dimensional fracture 
network, whereas Fig. 4b depicts a three-dimensional fracture network. 
The fractures are distributed in a rectangle domain with 1000 nodes (i. 
e., 10 × 10 × 10) in the three-dimensional configuration shown in 
Fig. 4b. The apertures of the small (in light color) and the large fractures 
(in dark color) are 0.005 m and 0.025 m for both networks, respectively. 
Both fracture networks have a total domain height of 9 m. To be com
parable between these two fracture network configurations, the sum of 

Fig. 2. Location of the lead‑zinc mining area in Guangdong providence in 
southern China (a) and distribution of the mine tunnels (b) and (c). The gold 
lines in (c) indicate the large fractures, the green lines in (c) indicate the small 
fractures and the blue arrows in (c) indicate the main flow direction. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 3. Comparison of the total flowrate between the simulated results and the 
measured data. 
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the widths of the fractures in the third dimension at the same elevation 
in the three-dimensional network should be equal to the width of the 
fracture in the two-dimensional network. The widths of the large frac
tures in the vertical direction, seen in dark color in the third dimension, 
vary in the three-dimensional fracture network in Fig. 4b. For the five 
large fractures in the vertical direction near the front side, the width is 
set to be 0.06 m while that for the five large vertical fractures near the 
back side is 0.04 m. Then for the two-dimensional network in Fig. 4a, the 
width for the large fracture would be 0.5 m, which is equal to the total 
width of all 10 large fractures in the third dimension. Although the total 
cross-sectional area of the fractures in the three-dimensional fracture 
network is the same as that in the two-dimensional network, the contrast 
of the fracture width would lead to the groundwater flow in the third 
dimension and the differences in the flow behaviors between the three- 
dimensional and two-dimensional fracture networks. 

The simulations for both the three-dimensional and two-dimensional 
fracture networks are performed with the imposed overall hydraulic 
head difference of 1 m between the left-hand and the right-hand sides. 
The total length of the fracture network domain varies from 10,000 m to 
167 m, which leads to the overall hydraulic gradients in the range from 
0.0001 to 0.006. The results of the total flowrate Q, flowrate of the single 
large fracture in three-dimensional network, flowrate of the single large 
fracture in two-dimensional network, the percent flowrate error Er of 
indiscriminately applying the Poiseuille’s law or the Swamee and Jain 
formula for all fractures, and the percent difference of total flowrate Dr 

between the three-dimensional and two-dimensional fracture networks 
are plotted as a function of the overall hydraulic gradient in Fig. 5a. 
Flows in all fractures are laminar and the flowrate results from the new 
approach are identical to those from the Poiseuille’s law when the 
overall hydraulic gradient is low. While the flows in the small fractures 
remain laminar when the overall hydraulic gradient increases, the flows 
in the large fractures may become turbulent. Because the Poiseuille’s 
law overestimates the flowrate in large fractures, especially in the two- 
dimensional fracture networks, the flowrate through the networks from 
only applying the Poiseuille’s law for all fractures becomes larger than 
that from the new approach. On the other hand, the Swamee and Jain 
formula without explicitly considering flow regimes under-estimates the 
flowrate through these two networks because the frictional loss is over- 
estimated when the flow is laminar in some fractures. 

The flowrate and hydraulic gradient relations in a single large frac
ture is depicted in Fig. 5b and c. The flowrate in the single large fracture, 
similar the total flowrate, quickly increases in a non-linear manner as 
the hydraulic gradient increases. When the hydraulic gradient increases 
and the flows become turbulent, the flowrate calculated by the new 
approach is lower than the Poiseuilles’ law but higher than the Swamee 
and Jain formula. Because there are also flows in the third dimension, a 
clear distinction exists between the new approach and the Swamee and 
Jain formula. From Fig. 5d we can observe that the percent error from 
indiscriminately applying the Poiseuille’s law increases faster in the 
two-dimensional network than in the three-dimensional network as the 
overall hydraulic gradient increases. This is due to the greater over- 
estimation of flowrates in the large fractures in the two-dimensional 
network, which dominates the total flowrate in the fracture network. 
The percent errors also increase from only applying the Swamee and 
Jain formula due to its under-estimation of flowrates in the small 
fractures. 

Fig. 5e shows that the flowrate results from the three-dimensional 
and two-dimensional fracture networks differ for all three approaches 
described previously, even though the total fracture areas at the inlet 
and outlet are the same for both networks. Under the same conditions, 
the overall groundwater flowrate in the three-dimensional fracture 
network is greater than that in the two-dimensional network. The rela
tive difference between the three-dimensional and two-dimensional 
fracture networks remains constant as the hydraulic gradient varies 
applying the Poiseuille’s law since the flowrate is linearly proportional 
to the hydraulic gradient. The existence of fractures in the third 
dimension for the three-dimensional fracture network can facilitate 
flows to minimize frictional energy loss. As a result, the total flowrate in 
the three-dimensional fracture network is higher than that in the two- 
dimensional counterpart. 

In the second case, we examine the impact of aperture of large 
fractures on the groundwater flowrate for the fracture network config
urations shown in Fig. 4. The aperture of the small fractures is 0.005 m 
in these two fracture network domains in Fig. 4a and b. The applied 
overall hydraulic gradient is 0.006 for both the two-dimensional and 
three-dimensional fracture networks. The aperture of large fractures in 
both fracture networks varies from 0.01 m to 0.05 m. Fig. 6 shows the 
influence of aperture of large fractures on the total flowrate (Fig. 6a), the 
percent flowrate error Er from the Poiseuille’s law and the Swamee and 
Jain formula (Fig. 6b), and the flowrate difference Dr between the three- 
dimensional and two-dimensional fracture networks (Fig. 6c). As ex
pected, the total flowrate increases significantly with the aperture of 
large fractures since these large fractures are mainly responsible for the 
groundwater flowrate. The percent error from applying the Poiseuille’s 
law indiscriminately increases dramatically when the aperture of large 
fractures in the two-dimensional fracture network grows (Fig. 6b). 
Conversely, applying the Swamee and Jain formula indiscriminately in 
all fractures results in an under-estimation of flowrates in small frac
tures, as evidenced by the negative percent errors in Fig. 6b. The in
crease in the aperture of large fractures results in turbulent flows in a 
high proportion of the fractures. Therefore, the underestimation errors 

Fig. 4. The example configurations of the fracture networks to illustrate 
groundwater flowrate results, (a) two-dimensional fracture network, and (b) 
three-dimensional fracture network. Dark color indicates large fractures and 
light color indicates small fractures. 
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Fig. 5. Flowrate results as a function of the imposed overall hydraulic gradient for the three-dimensional and the two-dimensional network in Fig. 4, (a) total 
flowrate, (b) flowrate of the single large fracture in three-dimensional network, (c) flowrate of the single large fracture in two-dimensional network, (d) percent 
flowrate errors, and (e) flowrate difference between the three-dimensional network and the two-dimensional network. 
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of indiscriminately using the Swamee and Jain formula decrease with 
the aperture of large fractures. Since the Swamee and Jain formula 
under-estimates the flowrate when the flows are laminar, the percent 
error is mainly produced in the small fractures where the flows are 
laminar. 

From Fig. 6c, it can be noted that the differences of groundwater 
flowrates between the three-dimensional and two-dimensional fracture 
networks from all three approaches decrease with increasing aperture of 
the large fractures. As the aperture increases, the groundwater flow in 
the network is increasingly turbulent and the significance of flow in the 
third direction diminishes, which reduces the difference of flowrates in 
the three-dimensional and two-dimensional fracture networks. 

The influence of overall width in the third dimension on ground
water flow behaviors is examined in the third case of the fracture con
figurations in Fig. 4 by varying the total width of the three-dimensional 
network in the third dimension from 9 m to 100 m. The total width of the 
fractures, however, remains the same to be 0.5 m for both the three- 
dimensional and two-dimensional networks. Therefore, the lengths of 
connecting fractures in the third dimension for the three-dimensional 
fracture network increase as the total width increases. Because the 
total width in the two-dimensional fracture network is the same, the 
total flowrates in the two-dimensional fracture network do not change. 

Fig. 7 shows the influence of the width of the three-dimensional 

network on the total flowrate Qt (Fig. 7a), the percent error Er 
(Fig. 7b), and the flowrate difference Dr between the three-dimensional 
and two-dimensional networks (Fig. 7c). Due to the reason described 
earlier, the total flowrate in the two-dimensional fracture network does 
not change with the total width. While the fractures in the third 
dimension can facilitate overall groundwater flows as they allow self- 
regulation, the frictional loss also proportionally increases as the 
lengths of these connecting fractures in the third-dimension increase. 
These two competing mechanisms explain the total groundwater flow
rate decrease with increasing total width in the third dimension for the 
three-dimensional fracture network (Fig. 7a). However, the extent of the 
decrease is determined by the approach used, with the percent errors 
decreasing most with the total width by applying the Poiseuille’s law. As 
the lengths of the small connecting fractures in the third-dimension in
crease, the overall groundwater behaviors become more likely to be 
laminar, which explains the decrease in the percent errors from indis
criminately using the Poiseuille’s law as the total width increases. On 
the other hand, the same reason can be used to explain the increase of 
the percent errors by indiscriminately using the Swamee and Jain for
mula (Fig. 7b). For the two-dimensional network, the total flowrates and 
the relative errors do not change with the total width in the third 
dimension. 

As shown in Fig. 7c, as the total width of three-dimensional fracture 

Fig. 6. Flowrate results as a function of the aperture of large fractures for the network in Fig. 4, (a) flowrate, (b) percent flowrate errors, and (c) flowrate difference 
between the three-dimensional network and the two-dimensional network. 
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network increases, the difference in the total flowrate between the three- 
dimensional and two-dimensional fracture networks decreases, indi
cating that the flowrate in the three-dimensional network decreases as 
the total width increases. One noticeable trend seen from Fig. 7c is that 
the difference between the three-dimensional and two-dimensional 
fracture networks decreases by the largest extent from applying the 
Poiseuille’s law. The proposed approach more precisely reflects the 
actual flow characteristics in the fractures by appropriately dis
tinguishing turbulent flows and laminar flows in all fractures. It should 
be noted, however, that while Poiseuille’s law predicts the greatest 
flowrate decline owing to an increase in fracture network width, the 
actual flowrate predicted by Poiseuille’s law is still significantly larger 
than the other two approaches (Fig. 7a). 

In the fourth case, all the approaches are used to simulate fracture 
networks with variable relative fracture density. The fracture density in 
the two-dimensional fracture network in Fig. 8 is increased by adding 
more diagonal small fractures to the network in Fig. 4a, whereas more 
diagonal small fractures are added to the three-dimensional regular 
network in Fig. 4b, as shown in Fig. 9. Fig. 9 only exhibits a portion of 
the three-dimensional networks. The entire fracture network domain is 
the same as that shown in Fig. 4. The apertures of small and large 
fractures are 0.005 m and 0.025 m, respectively, and the overall hy
draulic gradient of 0.006 is applied to all networks. The relative density 
of the most dense networks shown in Fig. 8d and Fig. 9d is defined as 1 

for the two-dimensional and three-dimensional networks, respectively. 
The two-dimensional fracture network has the maximum number of 
fractures with 261. The relative densities of the two-dimensional frac
ture networks in Fig. 4a and Figs. 8a – 8d are 0.69, 0.77, 0.79, 0.85 and 
1, respectively. The three-dimensional fracture network has the 
maximum number of fractures with 5589. The relative density of the 
fracture network in Fig. 4b is therefore equal to 2430/5589 = 0.43. The 
other relative densities of the three-dimensional networks in Figs. 9a - 9d 
are 0.58, 0.72, 0.87 and 1, respectively. 

Fig. 10 plots the simulation results in both the three-dimensional and 
two-dimensional fracture networks at various relative densities, which 
show the total flowrates in the fracture network increase as the density 
of fractures increases. Since the overall domain size and overall hy
draulic gradient are the same, more fractures in the network simply 
mean more groundwater flows can occur, which results in the increasing 
flowrates. Because additional diagonal fractures have the small aper
ture, larger density means more small fractures which results in a larger 
portion of the laminar flows in fracture networks. Therefore, the percent 
errors from using the Poiseuille’s law decrease as the density increases 
for both the three-dimensional and two-dimensional fracture networks, 
as shown in Fig. 10b. Note that in Fig. 10a, the three-dimensional 
network density increases from 0.58 to 0.72 which is a result of add
ing more fractures in the faces perpendicular to the hydraulic gradient. 
The small increase in flowrate when the three-dimensional network 

Fig. 7. Flowrate results as a function of the width in the third dimension for the network in Fig. 4, (a) flowrate, (b) percent flowrate errors, and (c) flowrate difference 
between the three-dimensional network and the two-dimensional network. 
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density is increased from 0.58 to 0.72 illustrates that adding fractures 
perpendicular to the hydraulic gradient has no noticeable effect on the 
total flowrate. 

4. Discussion 

In this study, a new approach of explicitly considering the ground
water flow characteristic in each fracture is formulated to simulate 
groundwater flows in three-dimensional discrete fracture networks. The 
approach uses the laminar flow equation and turbulent flow equation 
separately for describing laminar and turbulent flows, based on the 
Reynolds number in each fracture. This approach has the potentials of 
more accurately quantifying subsurface flow behaviors in real-world 
scenarios. 

For natural fault zones typically composed of a fault core and a 
cluster of surrounding connected fractures, the fault is the major path of 
water flow. The flow velocity in the fault could be so high that the 
relationship between the velocity and the hydraulic gradient is non- 
linear. For example, estimated flows throughout the complete length 
of the fault zone under natural circumstances may vary from 170 to 200 
m3/day through conduits that do not follow linear flow behaviors 
(Roques et al., 2014). The region in the aquifer near the fault is most 
likely affected by the turbulent flow (Shi et al., 2018). It is, therefore, of 
vital importance to reasonably describe the non-linear flow behavior of 
groundwater outburst through faults using non-linear equations and to 
estimate flowrates in fractures located far away from the faults using 
linear equations. 

Pumping well tests are usually carried out on the assumption that 
flow across fracture networks follows a linear relationship between the 
velocity and pressure gradient. However, such a linear relation is valid 
only if the pressure gradient or flow velocity is adequately low (Wen 
et al., 2006; Pujades et al., 2016). When the Re exceeds the critical value, 
the flow condition becomes non-linear and has a significant impact on 
well and reservoir performance. Wang et al. (2014) showed that non- 
linear flow predominates when groundwater flow velocity is 

Fig. 8. The configurations of the two-dimensional discrete fracture network 
with various relative fracture densities of, (a) 0.77, (b) 0.79, (c) 0.85, and 
(d) 1.0. 

Fig. 9. Portion of the three-dimensional discrete fracture networks with varying relative fracture densities of, (a) 0.58, (b) 0.72, (c) 0.87, and (d) 1.0.  
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sufficiently high. Non-linear flow can diminish effective fracture con
ductivity in the near-well zone (Garipov and Hui, 2019). Other studies 
also have concluded that the non-linear flows could affect hydraulically 
fractured wells (Li et al., 2021). Non-linear flow also affects well pro
ductivity and total resource recovery in a fractured geothermal reservoir 
(Legarth et al., 2005; Ni et al., 2011). The study by Zhang and Xing 
(2012) showed that ignoring non-linear effects while constructing 
fractures could result in inferior fracture design and type selection. 

One of the most important tasks of underground engineering is to 
predict water intake into a mine tunnel, pumping need and the extent of 
groundwater management measures. They also reflect the potential 
severity of other water-related issues, such as difficult and risky tunnel 
conditions, instability induced by water pressure, lowering of the water 
table, and draining of surface wells (Botha et al., 2018). As a tunnel 
approaches the more highly fractured near-surface rock, water inflow 
rises dramatically. The connection between the inrush velocity and 
pressure gradient in a fractured rock mass is clearly nonlinear (Huang 
et al., 2018). As a result, developing a nonlinear flow model to forecast 
water inrush is of major theoretical and practical importance. 

5. Conclusions 

In this study, we develop a new model for simulating steady-state 
groundwater flow behavior in fracture networks by separating laminar 
flows and turbulent flows in individual fractures. The model compares 
favorably with field observation data of groundwater flowrates in frac
tures in a mining site. We then mainly examine the potential errors in 
groundwater flowrate simulations if the same formulation is used 
indiscriminately in all fractures and the flowrate differences between the 
three-dimensional and two-dimensional fracture networks. The influ
ence of various parameters including overall hydraulic gradient, aper
ture size, total width in the third dimension, and relative density of 
fractures on the groundwater flowrates is investigated and discussed. 
The major conclusions can be summarized as follows: 

1. Similar to the two-dimensional fracture network counterpart, 
using the laminar flow equation in all fractures over-predicts 

groundwater flowrates while using the turbulent flow equation under- 
estimates them. 

2. In general, total groundwater flowrate in the three-dimensional 
fracture network is larger than that in the two-dimensional network 
even when the total inlet and outlet fracture areas for these two cases are 
the same. 

3. The contrast of the aperture between large and small fractures 
significantly affects the potential errors of indiscriminately applying the 
laminar flow equation or the turbulent flow equation and also influences 
the flowrate difference between the three-dimensional and two- 
dimensional fracture networks under otherwise similar conditions. 

4. Total groundwater flowrates increase with the density of fractures 
in both the three-dimensional and two-dimensional fracture networks 
with most significant increase occurring when more fractures are added 
in the direction parallel to the overall hydraulic gradient. 
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